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LINEAR 

SUMMARY 

The linear learning machine method for the analysis of pyrolysis gas chroma- 
tograms of polymers has been investigated. Classifiers have been evaluated in order 
to identify different types of molecular groups in polymer fibres_ with predictive 
abilities between 70 and 90%. Some aspects of the use of this method for processing 
pyrograms are discussed. 

. ..- _. ..- --_ - 

INTRODUCTION 

Pyrolysis gas chromatography is a powerful analytical technique for the analy- 
sis of polymers. Chromatograms obtained by the pyrolysis technique are used mainly 
for the identification of substances. This method is known as the fingerprint method 
and sometimes it is compared with the mass spectrometric method. Its disadvantage 
is that the real chromatogram of the same sample must be obtained in order to be 
able to identify unknown substances. Also, the outer form of pyrograms depends to 
a great extent on the pyrolysis and conditions of chromatographic analysis. Such a 
situation suggests the need for the compilation of a cataloque of pyrograms and the 
application of standard conditions for any class of substances analyzed by gas chro- 

’ matography. Several attempts have been made, but so far there has been no progress 
and such catalogues exist only in laboratories where specific problems are being stu- 
died. Success in obtaining identical results in other laboratories also depends on the 
possibility of repeating the same conditions for the pyrolysis and gas chromatographic 
analysis of thermal degradation products. 

On the other hand, the diflerent pyrolysis gas chromatograms resulting from 
substances with direrent structures are useful for identification purposes, but the 
problems involved in the determination of the structures of substances by using gas 
chromatograms has not yet been solved, 

Such a situation compelled us to find new possibilities for determining the 
structure of an unknown polymer according to its pyrogram. Recently, a spread pat- 
tern recognition method has been shown to offer many possibilities for solving these 
problemsl-J. The aim of this paper was to study the application of the pattern recogni- 
tion method in pyrolysis gas chromatographic analysis. 
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THEORETICAL 

The following treatment is based on geometrical concepts and some of the 
terminology used is derived from Nilsson’s book 5. Let a certain set of measurements 
Xl, .rz, . . . , x,, characterize a substance or a polymer. The numbers may represent 
mass, infrared (1R) or nuclear magnetic resonance (NMR) spectra, pyrolysis gas 
chromatograms, etc., in digital form. 

These sets of measurements may be considered as a pattern vector, ,?, in II- 
dimensional pattern space that extends from the origin to the point xl, sz, . . ., x,,. An 
(II-/- I) component, the value of which is always I, is added to the original pattern 

vector k: 

2 = (X,, x2, . . . , X”, I) (1) 

Let the substance or polymer belong to one of two classes such that one of the classes 
may have a certain property, while the second class has no such property. Let another 
set of parameters, WI, wz, . . ., W ,,+I, be derived in some way. Then, we find the value 
S given by 

IIt’1 

s = c wpzi (2) 
L-1 

The substance belongs to the first class if S > 0, otherwise it belongs to the second 

class. This set of numbers may be considered as a vector l? in an (II+ I)-dimensional 
space and is the so-called weight vector, given by 

I? = (WI, M’z, . . . , u’,+1 ) (3) 

Thus it can be seen that the existence of a property in a substance can be deter- 
mined ac:ording to eqn. 2 if the corresponding weight vector @ is known. In order 
to find W, the algorithm known as the teaching with the error correction can 

be used. The algorithm consists in starting from the arbitrary weight vector I? and 

from the known set of vectors zI, I?z, . , . , if?, . . . , X? (ix., for every x’, vector we know 
the class to which it belongs), where I represents the training set size. If we obtain the 

wrong classification, we can correct the vector G according to eqn. 4: 

where 6” is a corrected weight vector and c is the increment coeficient. The process 
is repeated until the weight vector classifies all the members of the training set correct- 
ly. 

We should point out that for the successful application of the algorithm ob- 
served, it is necessary for patterns of different classes to fill diltferent regions in an II- 
dimensional space, which cannot overlap. This condition is not known in advance and 
its validity appears during the application of the algorithm. 
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TABLE I .’ 

NUMBERS OF FIBRES IN TRAINING AND PREDICTION SETS 
_. ._. ._.-_ -... -_.. .._- 

Filwes N14441hcr of . NII~IAC~ of 
/ihrcs irr /ibres itr 
Irairri4ig set prcdictiorr set 

_ __..__ . .-.. 
‘Polyamide 

‘5 .g _.. 

Polyester 5 4 
Polyurcthanc 5 2 . 
Polyvinyl 7 G 
Polyacrylonitrilc 8 12 

Total 30 33 

INITIAL DATA 

In this instance, the set of measurements was obtained on special coded pyroly- 
sis’ gas chromatograms. Pyrograms of textile fibres given in the literature were used 
as’initial data6. The set of 63 pyrograms consisted mainly of gas chromatograms ob- 
tained by the pyrolysis of polyamide, polyester, polyurethane, polyvinyl and poly- 
acrylonitrile fibres. Thirty pyrograms comprised the training set and the remaining 33 
pyrograms were used in order to determine the prediction ability of the weight vector. 
All of these pyrograms form the so-called prediction set and are given in Table 1. The 
prediction ability refers to the ability of the pattern to classify correctly the patterns 
that were not the members of the training set. 

PRESENTATION OF PYROGRAMS TO THE COMPUTER 

The pyrolysis gas. chromtiF,bgt;ams used in this work were obtained under 
similar conditions from,recorder trac&. Each pyrogram was divided into 39 zones 
(i.e., n = 39). The most intensive peak was chosen from every zone and was repre- 

TABLE II 

RESULTS OF PREDICTION AND RECOGNITION 
.~,ass .-. _ ._... . . . . ._... -.._ __-_.- _ ___.. .__ .__. ..- __._.. -. . 

Dimcnsiorr 
..-. . . .__ ._ 

10 20 

No. of % of % Of No. of 1:, of 
fccd5acks recog4ritiu44 prerlictiorr f~dhacks preclictiutr 

-CHI-&HR- 
-_ .-. .__ _ _.. .._-. . ..- _ . _ . 

200 86.6 72.7 12 81.8 
-(CH&- (II = 2-4) 200 79.9 60.6 22 84.8 
-(CH&- (42 > 5) 200 63.3 (56.6 20 93.9 
-o- 200 63.3 45.4 40 69.6 
-co- 200 86.G 72.7 12 72.7 
-Cl 200 83.3 84.8 16 87.8 
_N= 200 73.3 66.6 36 75.7 
-CsN 48 100.0 96.9 9 84.8 
-CO-NH- 

z 
66.6 66.G 20 84.8 

s -C,,HJ- 73.3 69.6 11 90.9 
-co-o- 200 79.9 GO.6 22 84.8 

. . . . . ..-.. - ..- -. ._._. __. _. - .--. --- -- .- .._. .--. 

._..... ..- .._._._.. .--... 
40 

so: ;j 
_..-. . - ..- . . .._ 

% of 
f~w/ixxks predictiori 

- ._ .__.._._..._. .-. - 
8 81.8 
8 75.7 
9 84.8 

I1 78.7 
8 81.8 

12 87.8 
10 75.7 
2 90.9 
9 84.8 
8 84.8 
8 75.7 

_._ 
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sented by a digit in the range O-9. The width of the zone increased linearly with in- 
creasing zone number, which was necessary for considering the dependence of the 
widening of chromatographic peaks on retention time. Dimension reduction is a prob- 
lem of interest in the pattern recognition method. If a certain feature of one pattern 
is the same as that of the other, then this feature cannot be used for differentiating the 
objects. Leaving out features with only small changes, two new pattern vector sets 
with dimensions of 10 and 20 were formed. The coded pyrograms were punched on 
to paper tape and calculations were carried out on a Videoton IOIOB computer 
using programs written in Fortran. 

RESULTS AND DISCUSSION 

The results are shown in Table II. It can be seen that the 20- and 40-dimensional 
training sets form linearly separated sub-sets. The prediction ability of one set is equal 
to that of the other and is high. At the same time, the IO-dimensional iteration process 
did not converge (except for the -C= N class) even after the 200th iteration cycle. For 
the IO-dimensional vectors, the recognition was calculated. The recognition shows 
the part of vectors correctly classified in the training set. Both recognition and predic- 
tion ability are low in the IO-dimension case, 

bers, the machine can used hundreds members a 
set. use larger sets, contain pyrograms, 

it to the results. computer no needed 
making according cqn. and desk can used. informa- 

obtained the learning method be help determining 
structure an polymer. 
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